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Abstract Stability analysis of multilocation trials is 
often based on a mixed two-way model. Two stability 
measures in frequent use are the environmental variance 
(S 2) and the ecovalence (W~). Under the two-way model 
the rank orders of the expected values of these two 
statistics are identical for a given set of genotypes. By 
contrast, empirical rank correlations among these 
measures are consistently low. This suggests that the 
two-way mixed model may not be appropriate for de- 
scribing real data. To check this hypothesis, a Monte 
Carlo simulation was conducted. It revealed that the 
low empirical rank correlation among S 2 and W i is most 
likely due to sampling errors. It is concluded that the 
observed low rank correlation does not invalidate the 
two-way model. The paper also discusses tests for ho- 
mogeneity of S 2 as well as implications of the two-way 
model for the classification of stability statistics. 

Key words Phenotypic stability �9 Genotype x 
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Introduction 

Several papers have investigated the rank correlations 
among stability statistics (Becker 1981; L6on 1985; 
Weber and Wricke 1987; Becker and L6on 1988; Pham 
and Kang 1988; Hfihn 1990; Piepho and Lotito 1992; 
Helms 1993; Jalaluddin and Harrison 1993). In these 
investigations the rank correlation between ecovalence 
(Wricke 1962) and environmental variance was consist- 
ently low and non-significant in most cases. 

Many stability statistics are derived by the usual 
two-way model for genotypes x environments. Con- 
sidering the expected values under this model, a high 
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correlation among the two above stability statistics is 
expected, which is in contrast to emprical findings. This 
may be due to one or both of two reasons: (1) either the 
model assumption is inappropriate or (2) the observed 
low rank correlation is a result of sampling errors. 

The purpose of the present paper is to investigate, via 
Monte Carlo simulation, whether reason (2) alone can 
be responsible for the low rank correlation usually 
found in real data sets. Should the simulation not con- 
form to empirical results, this would have far-reaching 
consequences for model choice in stability analysis. 

Theoq 

The usual two-way linear model is given by 

Yi j  = ]1 + gl q- e j  q- IAij, 

( i=1  . . . . .  K; j = l  . . . . .  N) 

(1) 

where Y i ,  #,  gi e:, and vii are, respectively the yield of the i 'h geno- 
�9 J ~ . th th type m the j envxronment, the grand mean, the effect of the i 

genotype, the effect of thef  h environment, and a residual correspond- 
ing to Yu, which comprises both genotype x environment interaction 
and errors. It is usually assumed that environments are random, while 
genotypes are fixed. The random effects are assumed to be stochasti- 
cally independent with variances Var (e j )=  a~ and Var (vii)= a 2 
(Shukla 1972). 

The environmental variance is estimated by 

s~ - Xj(y~j - y.)2 
N - - 1  

where the dot notation indicates that the mean has be taken across 
the corresponding index. Wricke's ecovalence is given by 

W~ = Z j ( y  u - Yl. - Y . j  + y..)z. 

This is equivalent for ranking purposes to Shukla's estimator of the 
stability variance a~: 

K ( K  - 1) W~ -- 2~ W~ 
Q i -  

( K -  1 ) ( K -  2)(N--  1)" 

The rank correlation between S~ and Wris always identical to that 
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between S 2 and Qi- For the ideas to be developed here it will be 
convenient to consider Q~ along with W~. 

Using model (1) the expectations of S 2 and Qi are found to be 

e l s e ]  = ~ + ~ 
and 

E [Qi] = ~ .  

Equation (3) shows that when the rank correlation between S~ and W~ 
(or Qi) is low, the rank correlation between S 2 and b i should be high. 
Moreover, when E j (y . j -y . . ) a  (and hence ae 2) is large compared to 
W~, small chance variations in b~ can lead to high rank correlation 
between S 2 and b i whereas that between S 2 and W~ is low. This may 
happen even if/?i-values i.e., the true regression coefficients, are all 
equal, which is a first indication that low rank correlations between S~ z 
and W i may occur even if model (1) is correct. 

Provided that no pair of stability variances is equal, the rank correla- 
�9 2 tlon among E[S~ 1 and E[Qi] equals one. 

Often, a regression model is deemed more appropriate for stabil- 
ity analysis (Shukla 1972): 

Yi j  = ~ 4- gi  q- f l i e j  q- g)ij, (2) 

where//~ is the regression coefficient of the i th genotype and 6~j is a 
deviation from the regression corresponding to y~j. The regressaon 
coefficients are constrained by Gift i = K. The regression coefficient/?i 
is estimated by 

b, = Zj(y,j - y,.)(y.j - y . .  ) 
Ej(y.j - y..)2 

Under model (2) the expections of S 2 and Q~ are 

E[S 2] 2 2 2 = fii a~ + %i 

and 

E [Qi] = K ( K  - 2)-* (/~/- 1) 2 a~ + agl + constant 

where G2/= Var Ga). In cases where the regression coefficients do not 
depart much from unity and a 2 is of the same order of magnitude as 
the a2~-values, the rank correlation between the expected values is still 
high. If, on the other hand, 2 is large and/or the regression coeffi- 
cients depart considerably from unity, the rank correlation among 
EES/2] and EI-Qi] diminishes (provided that fii is independent of cry/ 
and vice versa). Conversely, by observing that 

2 2 
E[bi3 v c( f l iG + aai/K) 

2 2 2 2 " " where c = G + ~a/K and % = Ziaai /K (Plepho 1993a), a high rank 
correlation between E [bi] and E [&2] is expected when a~i-values are 
not very variable. In this context it is useful to consider the following 
identity (Wricke and Weber 1980) 

(N - 1)S 2 = W~ + (2b~- 1) Ej (y - y . . . j )2  (3) 

A simulation experiment 

In order to further investigate the relations discussed in the foregoing 
section, a Monte Carlo simulation was conducted based on model (1). 
Random effects were assumed to be normally distributed. In various 
crops (oats, oilseed rape, sugar beets, fodder beets and faba beans) ae 2 
was found to be about 5-20 times the value of a 2 = Yi a~/K (Hiihn 
et al. 1993). Therefore a z was fixed to a 2 = 1 0 ,  while a~ took the values 
(50, 200). To create heterogeneity the stability variance was chosen as 
a 2 = D . i  where D = 2aZ/(K + 1). Alternatively, the case a 2 = a 2 was 
simulated. In addition, simulations were also conducted usin~model 
(2). Specifications were the same as under model (1) with a~ being 
replaced by a~i. fi~ was set to fii = a + b*i + c*i 2. The constants a, b, 
and c were so that ft. = 1, fll = fiK = 0.5. The resulting fi~-values range 
from 0,5 to 1.33. With this choice there is no rank correlation between 
the true parameter values of fl~ and cr2~. Normal deviates were 
generated by the Box-Muller method which is implemented in the 
NORMAL function of SAS/IML (SAS 1989). The cases (K, N ) =  
(10, 10), (20, 10), (10, 20), (20, 20) were considered. Thus, a total of 32 
different cases was simulated. Rank correlations were computed 

2 2 among the following stability statistics: &, W,, b~ and Sd~ (an estimate 
2 , . �9 of aai) (six rank correlations). The procedure was rephcated 1000 

times. From these values the mean and quantiles (2.5 %, 97.5 %) were 
computed for each of the six rank correlations. The simulation results 
are shown in Tables 1 to 4. 

Results and discussion 

I n  all  16 s i m u l a t e d  cases  u n d e r  m o d e l  (1) (Tab l e s  1 a n d  2) 
t h e  m e a n  r a n k  c o r r e l a t i o n  was  h i g h  b e t w e e n  S~ a n d  b~ as 
wel l  as b e t w e e n  Wi a n d  S2dl, whi le  t h a t  b e t w e e n  o t h e r  
pa i r s  o f  s t ab i l i t y  m e a s u r e s  was  low.  C o n s i d e r i n g  the  
9 5 %  c o n f i n d e n c e  i n t e r v a l  (g iven  b y  the  2 . 5 %  a n d  9 7 . 5 %  
quan t i l e s ) ,  these  resu l t s  a re  wel l  i n  a c c o r d a n c e  w i t h  
e m p i r i c a l  resul ts .  W e  i n v e s t i g a t e d  25 d a t a  sets f r o m  

. .  2 T a b l e l  Meanandquanti•es(2.5;97.5%)(inbrackets)•frankc•rre•ati•nsam•ngstab1htymeasuresS•• W~,biandS2ibasedonl000runsofa 
for % = 10 and/~i = 1 Monte Carlo experiment 2 

2 2 2 2 2 G K N S~; Wi S~; b~ S, ; Sd~ W~; b~ W~; Se, b,; Se, 

50 

200 

10 10 0.24 0.92 0.24 
(-0.36; 0.79) (0.69; 1.00) (-0.39; 0.81 

10 20 0.24 0.92 0.24 
( - 0.42; 0.78) (0.72; 1.00) ( - 0.43; 0.80 

20 10 0.26 0.93 0.26 
(-0.15; 0.65) (0.79; 0.99) (-0.18; 0.67 

20 20 0.26 0.93 0.26 
(-0.16; 0.62) (0.82; 0.98) (-0.18; 0.64 

10 10 0.13 0.97 0.13 
(-0.53; 0.67) (0.85; 1.00) (-0.57; 0.72 

10 20 0.12 0.97 0.12 
(-0.57; 0.68) (0.87; 1.00) (-0.60; 0.72 

20 10 0.13 0.97 0.13 
(-0.32; 0.52) (0.92; 1.00) (-0.35; 0.56 

20 20 0.13 0.98 0.12 
( - 0.34; 0.53) (0.93; 1.00) ( -  0.35; 0.55 

0.00 0.90 021 
(-0.59; 0.59) (0.64; 1.00) (-0.62; 0.65) 
0.01 0.95 0.01 
(-0.61; 0.65) (0.77; 1.00) (-0.61; 0.65) 
0.01 0.92 0.01 
(-0.40; 0.41) (0.76; 0.99) (-0.42; 0.45) 
-0.01 0.96 -0.01 
(-0.44; 0.41) (0.85; 0.99) (-0.46; 0.46) 

0.01 0.91 0.00 
(-0.62; 0.60) (0.68; 1.00) (-0.65; 0.64) 
0.00 0.95 -0.01 
(-0.66; 0.64) (0.79; 1.00) (-0.67; 0.62) 
0.00 0.92 0.00 
(-0.43; 0.41) (0.76; 0.99) (-0.47; 0.45) 
-0.01 0.96 -0.01 
(-0.44; 0.40) (0.87; 0.99) (-0.49; 0.43) 
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" O . . . .  2 Table 2 Mean and quantlles (2.5%; 97.5 %) (in brackets) of rank correlauons among stablhty measures St, W~, b~ and $2~ based on 1000 runs of 
a Monte Carlo experiment for a~ = 20i / (K + 1) and fl~ = 1 

2 , $ 2  bi 2 2 . 2 2 <re K N $2: Wi Si ; Sdi Wi; b i Wi, Sdi bi; Sdl 

50 10 10 0.37 0.87 0.38 0.06 0.95 0.06 
(--0.24; 0.84) (0.55; 0.99) (--0.31; 0.84) (--0.55; 0.61) (0.78; 1.00) (--0.62; 0.69) 

10 20 0.49 0.82 0.49 0.10 0.98 0.10 
(-0.12; 0.89) (0.43; 0.99) (-0.12; 0.89) (-0.56; 0.71) (0.91; 1.00) (-0.55; 0.71) 

20 10 0.40 0.87 0.41 0.03 0.97 0.04 
(-0.03; 0.76) (0.62; 0.97) (-0.06; 0.78) (-0.39; 0.43) (0.89; 1.00) (-0.42; 0.45) 

20 20 0.51 0.81 0.52 0.05 0.99 0.05 
(0.11; 0.81) (0.58; 0.95) (0.13; 0.80) (-0.39; 0.46) (0.96; 1.00) (-0.42; 0.47) 

200 10 10 0.20 0.94 0.20 0.02 0.95 0.02 
(-0.44; 0.73) (0.78; 1.00) (-0.50; 0.76) (-0.60; 0.60) (0.81; 1.00) (-0.63; 0.64) 

10 20 0.26 0.93 0.27 0.04 0.98 0.04 
(-0.38; 0.77) (0.73; 1.00) (-0.41; 0.78) (-0.60; 0.65) (0.92; 1.00) (-0.61; 0.66) 

20 10 0.21 0.95 0.21 0.01 0.96 0.01 
(-0.22; 0.59) (0.84; 0.99) (-0.26; 0.62) (-0.39; 0.41) (0.88; 1.00) (-0.44; 0.45) 

20 20 0.28 0.93 0.28 0.02 0.99 0.02 
(-0.15; 0.65) (0.80; 0.98) (-0.16; 0.67) (-0.39; 0.48) (0.95; 1.00) (-0.41; 0.47) 

German registration trials, which are described in 
Table 5. Rank correlations between S { and Wi and 
between W i and S~i are shown in Tables 6 and 7, 
respectively. The rank correlations in these data sets 
agree well with the simulation results. Hence, the 
simulation has demonstrated that model (1) conforms 
to real data. However, this does not neccessarily imply 
that this model is correct. All that can be said is that 
the simulations revealed no evidence that it is inappro- 
priate. 

2 200 For the cases of heterogeneous fl~ and o- e = 
(Tables 3 and 4) the mean rank correlations between S 2 
and W i became slightly negative and the 97.5% quantile 
is only barely larger than zero. W i and S~i show a 
comparatively low rank correlation with the highest 
97.5% quantile only at 0.78 (The simulated rank correla- 
tions among other pairs of parameters are in agreement 
with real data). The same tendency, though less marked, 

2=  50. By contrast, empirical data was observed for ae 
usually show a moderate positive rank correlation of S~ 

and W i (Table 6) and a very close rank correlation 
between Wi and S~i (Table 7). Thus, model (2) agrees less 
well with empirical data than model (1). This is corrob- 
orated by the finding that heterogeneity among re- 
gression coefficients usually explains only a small frac- 
tion of the genotype x environment interaction sum of 
squares (Wricke and Weber 1980) and is often non- 
significant. It is noted, however, that we have used 
relatively variable fli-values (ranging from 0.5 to 1.33). 
With less variable/?z-values, the difference to the results 
with model (1) would have been less striking. We re-ran 
the simulation with fli from 0.7 to 1.2 (data not shown). 
The mean rank correlations between S 2 and W~ were 
similar to the those in Tables 3 and 4, but the confidence 
bands were slightly broader. The rank correlations be- 
tween W~ and $2~ were about 0.2 to 0.3 larger than the 
corresponding values in Tables 3 and 4. Although the 
mean rank correlations between W~. and SZi were rather 
lower than expected from real data, the confidence band 
covered the value of 0.9 in most cases. 

Table 3 Mean and quantiles (2.5 %; 97.5%) (in brackets) of rank correlations among stability measures S~, W~, b i and sJi based on 1000 runs of 
2 2 a Monte Carlo exi~eriment for ~r i = 10 and fl~ = a + bi + ci 

2 S 2 . 2 2 2 
ae K N $2; W i  i ,  bi  $2; Sd i Wi;  bi  Wig Sdi bi; Sdi 

50 10 10 -0.03 0.97 0.09 -0.11 0.55 -0 .02 
(-0.46; 0.44) (0.85; 1.00) (-0.61; 0.71) (-0.56; 0.30) (-0.13; 0.94) (-0.70; 0.64) 

10 20 -0.11 0.98 0.05 -0 .16 0.49 -0 .02 
(-0.47; 0.26) (0.92; 1.00) (-0.61; 0.67) (-0.55; 0.20) (-0.12; 0.89) (-0.64; 0.62) 

20 10 0.04 0.97 0.14 - 0.07 0.66 0.00 
(-0.28; 0.46) (0.89; 1.00) (-0.33; 0.60) (-0.38; 0.27) (0.27; 0.92) (-0.46; 0.47) 

20 20 -0 .05 0.98 0.09 -0 .12 0.61 -0.01 
(-0.32; 0.26) (0.95; 1.00) (-0.36; 0.51) (-0.40; 0.16) (0.19; 0.88) (-0.45; 0.42) 

200 10 10 -0.11 0.99 0.03 -0 .12 0.25 0.00 
(-0.33; 0.12) (0.96; 1.00) (-0.59; 0.65) (-0.35; 0.09) (-0.42; 0.78) (-0.63; 0.64) 

10 20 -0.11 1.00 0.01 -0 .12 0.19 -0 .02 
(-0.28; 0.01) (0.98; 1.00) (-0.62; 0.61) (-0.30; 0.00) (-0.49; 0.75) (-0.64; 0.61) 

20 10 - 0.09 1.00 0.03 - 0.12 0.35 - 0.01 
(-0.29; 0.10) (0.98; 1.00) ( 0.44; 0.46) (-0.33; 0.07) (-0.10; 0.77) (-0.47; 0.43) 

20 20 -0.11 1.00 0.02 -0.12 0.27 -0.01 
(-0.26; 0.04) (0.99; 1.00) (-0.45; 0.46) (-0.27; 0.03) (-0.18; 0.69) (-0.47; 0.43) 
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Table 4 Meanand quantiles(2.5%; 97.5%) (in brackets) ofrankcorrelat ionsamongstabil i tymeasuresS 2, W~, bland S2~based on 1000runs of 
a Monte Carlo experiment for a 2 = 2 0 i / ( K  + 1) and fli = a + bi + ci 2 

2 S 2 . 2 2 2 2 6 e K N S~; Vr i ,  b, S i ; Sdi Wi; b i W~; Sal bi; Sai 

50 0.32 
(-0.11;0.75 
0.29 
( - 0.01; 0.66 
0.37 
(0.06; 0.70) 
0.33 
(0.09; 0.60) 

200 0.19 
( -  0.20; 0.64 
0.17 
(-0.08;  0.50) 
0.21 
( -  0.03; 0.50) 
0.17 
(-0.01; 0.39) 

10 10 0.12 0.95 
(-0.30; 0.65) (0.79; 1.00) 

10 20 0.06 0.96 
( -  0.30; 0.50) (0.87; 1.00) 

20 10 0.23 0.95 
(-0.10; 0.64) (0.81; 0.99) 

20 20 0.19 0.96 
(-0.09; 0.51) (0.88; 0.99) 

10 10 -0 .09  0.99 
(-0.32;0.15) (0.95;1.00) 

10 20 -0 .11 0.99 
(-0.31;0.02) (0.96; 1.00) 

20 10 -0 .06  0.99 
( -  0.23; 0.19) (0.97; 1.00) 

20 20 -0 .09  0.99 
( - 0.22; 0.06) (0.98; 1.00) 

-0 .03 0.61 0.15 
(-0.40; 0.38) (0.10; 0.95) (-0.26;  0.62) 
-0 .07  0.62 0.14 
(-0.41;0.26) (0.22;0.92) (-0.19;0.52) 
0.04 0.74 0.17 
(-0.22; 0.35) (0.39; 0.95) (-0.13; 0.51) 
0.00 0.77 0.13 
(-0.21;  0.24) (0.52; 0.93) (-0.08; 0.39)) 

-0 .12  0.25 0.14 
(-0.36;0.08) (-0.25;0.66) (-0.24;0.61) 
-0 .13  0.24 0.12 
(-0.33;  -0.01) (-0.10; 0.52) (-0.18; 0.47) 
-0 .10  0.38 0.15 
(-0.27; 0.09) (0.04; 0.73) (-0.12; 0.45) 
-0 .12  0.37 0.12 
(-0.26; 0.02) (0.09; 0.61) (-0.07; 0.34) 

Table 5 Number of genotypes (K) and number of environments (N) 
in German registration trials (1985-1989) for faba beans, fodder 
beets, oats, sugar beets and oilseed rape 

Year/Crop 1985 1986 1987 1988 1989 

Faba beans 14; 9 a 31; 9 32; 9 35; 10 35; 10 
Fodder beets 19; 7 22; 6 21; 8 17; 8 20; 9 
Oats 32; 12 33; 12 20; 12 14; 18 33; 12 
Sugar beets 78; 11 73; 11 86; 9 71; 9 67; 11 
Oliseed rape 32; 8 35; 11 35; 10 42; 9 41; 10 

a K ; N  

Table 6 Rank correlations among Wi and S~ z in German registration 
trials (1985-1989) for faba beans, fodder beets, oats, sugar beets and 
oilseed rape 

Year/Crop 1985 1986 1987 1988 1989 

Faba beans 0.42 0.22 0.12 -0 .24  0.01 
Fodder beets -0 .02  -0 .03  0.17 0.07 0.37 
Oats 0.24 0.39* 0.18 0.24 0.08 
Sugar beets -0 .23  0.06 0.34** 0.17 0.35 
Oilseed rape 0.32 -0 .02  -0 .28  0.43** 0.35 

*' ** Significantly different from zero at the 5%, 1% levels of prob- 
ability, respectively 

Table 7 Rank correlations" among Wi and S2i in German registra- 
tion trials (1985-1989) for faba beans, fodder beets, oats, sugar beets 
and oilseed rape 

Year/Crop 1985 1986 1987 1988 1989 

Faba beans 0.96 0.91 0.77 0.88 0.93 
Fodder beets 0.83 0.87 0.75 0.99 0.82 
Oats 0.94 0.99 0.87 0.99 0.84 
Sugar beets 0.96 0.90 0.95 0.95 0.90 
Oilseed rape 0.93 0.93 0.98 0.99 0.97 

a All rank correlations are significantly different from zero at the 
0.1% level of probability 

It is interesting to observe that $2 and b~ are highly 
rank correlated even when the expected values E IS 2] 
and E [bi-I do not differ among genotypes (see Table 1). 
The same is true of the rank correlation between Sa2~ and 
W/. Conversely, the rank correlation between S 2 and W i 
is low even when that between E IS/2 ] and E [ Wi] equals 
one, as for the cases shown in Table 2 (Note that the 
rank order of EI-W/] is the same as that of EI-Qi]). The 
results in Table 2 are based on model (1) with o .2 = D * i. 
Thus, all o .2 are distinct and the rank order ofE [Wi]  and 
E [-S 2-1 is given by the rank order of 0- 2. Clearly, despite a 
scaling factor, the difference between the Wi-values of 
two varieties has the same expectation as the difference 
between the S2-values of the same two varieties. One 
may therefore say that in this case Wi (or Q~) and S 2 are 
measures of essentially the same thing. Nevertheless, the 
empirical rank correlation of these measures is com- 
paratively low, which is largely a result of the high 
sampling variances of the stability estimates. 

It has been suggested to test for differences among S 2 
by the usual tests for homogeneity of variances, e.g., the 
Bartlett test. The F-test has been proposed for compari- 
sons among two genotypes. It should be pointed out 
that Bartlett's test, as well as the F-test, assumes that 
samples, i.e., observations YiJ for each genotype, are 
stochastically independent. When model (1) is correct, 
however, observations in the same environment are 
positively correlated. The correlation may be consider- 

2 is large compared to o.2. As has been able when o.e 
suggested before, differences among S2-values essential- 
ly measure differences among o.2-values. Therefore, it 
appears to be appropriate to test directly for differences 
among o.2-values. Various tests are available for this 
purpose (Piepho 1993b and 1994). 

SeZi and W i were often reported to be poorly repeat- 
able (Lin and Binns 1988, 1991; Pham and Kang 1988; 
Helms 1993; Jalaluddin and Harrison 1993), while bl and 
S 2 were found to have comparatively good repeatability 
in some cases (Helms 1993; Lin and Binns 1991). L6on 
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and  Becker  (1988) f o u n d  c o m p a r a b l e  repeatabil i t ies  for 
all four  o f  these measures  with slight advan t ages  for b i 
and  S 2. This suggests  tha t  S 2 is preferable  to W~ for 
select ion purposes .  

S 2 and  Wi are  in te rchangable ,  p r o v i d e d  tha t  mode l  
(1) adequa te ly  describes the data .  I n  this connec t i on  it 
m a y  be w o r t h  recons ider ing  the classification o f  stabil i ty 
statistics. L in  et al. (1986) dis t inguish three types of  
statistics. T h e y  cons ider  S { as a Type-1  statistic, while 
W i is classified as a Type -2  statistic. Similarly, Becker  
and  L6on  (1988) regard  S 2 as a static measu re  of  stabil- 
ity, whereas  Wi is charac te r i zed  as a d y n a m i c  measure .  
The  statist ical  cons ide ra t ions  presented  here suggest  
tha t  despite  their  intui t ive appea l  these classifications 
m a y  be misleading.  
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